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Abstract

Traditional international real business cycle models produce a weak relationship between

trade and cross-country real GDP correlations, contradicting empirical findings. This puz-

zle can be resolved by defining real GDP in the model using double deflation and base

period prices, mirroring how the data is constructed. Whenever imported input’s base pe-

riod price does not reflect their marginal revenue product, real GDP movements become

mechanically linked to fluctuations in imported inputs. Focusing on the cases of markups

and love of variety, we quantitatively show that input trade is associated with the synchro-

nization of real GDPs, measured productivities and profits, consistent with data.
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1 Introduction

Since the seminal contribution of Frankel and Rose (1998), the role of trade in propagating

shocks across countries has been the subject of substantial empirical attention. Two countries

with stronger trade linkages tend to experience more synchronized business cycles.1 Yet, Kose

and Yi (2001, 2006) has found that traditional international real business cycle (IRBC) models

are unable to quantitatively account for the empirical relationship by an order of magnitude.

This failure of standard models is referred to as the Trade Comovement Puzzle (TCP) and remains

an important open question in international macroeconomics.2

This paper argues that the discrepancy between the empirical association and standard

models’ predictions can be reconciled by improving the mapping between macroeconomic

models and the data. It is well known that the real GDP measured by statistical agencies differs

from the "real value added" commonly used in many macroeconomic models. However, we

show that this difference becomes particularly significant in the presence of both input-output

linkages and price distortions, and that the TCP is a byproduct of this measurement issue.

To articulate our main point, we introduce two real value added concepts: Physical Value

Added (PVA) and statistical value added. The former is often used in IRBC models, while the

latter captures what is actually measured by statistical agencies when they construct real GDP.

Physical Value Added describes the "net physical output" of an industry and has roots in Fab-

ricant (1940), Sims (1969), and Arrow (1974). Consider a country that produces its gross output

by combining domestic input A and imported input B. The Sims (1969)-inspired PVA definition

of real value added is based solely on the physical quantity of domestic input A. By construc-

tion, changes in imported input B impact PVA only insofar as it changes the quantity of input

A. As a result, standard IRBC models that use the PVA definition generate a weak link between

foreign input usage and fluctuations in real value added.

In reality, however, statistical agencies do not observe Physical Value Added and construct

a measure of statistical value added – real GDP in national accounts databases – using double

deflation and base period prices. This procedure involves taking the difference between gross

output and intermediate inputs, both valued using base period prices. Our core argument is

that real GDP, as measured by statistical agencies, is equal to physical value added only when

1 For empirical studies supporting the association between international trade and business cycle synchroniza-
tion, see Clark and van Wincoop (2001), Imbs (2004), Baxter and Kouparitsas (2005), Kose and Yi (2006), Calderon
et al. (2007), Inklaar et al. (2008), Di Giovanni and Levchenko (2010), Ng (2010), Liao and Santacreu (2015), Duval
et al. (2015), Di Giovanni et al. (2018), Avila-Montealegre and Mix (2020), and Drozd et al. (2021).

2For quantitative studies of the TCP, see for instance Kose and Yi (2001, 2006), Burstein et al. (2008), Arkolakis
and Ramanarayanan (2009), Johnson (2014), Liao and Santacreu (2015), and Avila-Montealegre and Mix (2020).
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the base period prices used in its construction are not distorted. That is, if the base period

price used for intermediate inputs reflects both their marginal cost and the marginal revenue

that can be derived from their use. If, instead, the base period price used in the valuation of

imported inputs is lower than the marginal revenue product of these inputs, then an increase in

foreign input usage is associated with higher statistical value added (i.e. higher real GDP), even

if domestic factors and technology remain constant. In such case, real GDP and physical value

added fluctuations diverge.

To be clear from the outset, we do not wish to compare all possible mechanisms through

which shocks can propagate across countries. Instead, our goal is to highlight and clarify the

role of base period prices, and to show that any distortion between the price used for valuing

imported input and their marginal revenue product creates a link between input usage and the

growth rate of real GDP, thereby increasing the strength of shock transmission between coun-

tries. Specifically, we focus on two common sources of such a distortion in the macroeconomic

and trade literature, markups and love of variety. While the inclusion of input-output linkages

together with price distortions has been examined in the literature, we show that it is the com-

bination of these elements with a statistically-consistent real GDP measurement (using double

deflation and base period prices) that generates a strong Trade Comovement slope (hereafter,

TC slope).

Using a simple theoretical framework, we demonstrate that accounting for real GDP fluc-

tuations caused by changes in imported inputs in the presence of markups and love of variety

is crucial for establishing the relationship between trade linkages and business cycle synchro-

nization. With markups, which imply non-zero profits in the domestic economy, intermediate

inputs generate more revenues than their cost. Therefore, using more imported inputs leads to

higher real GDP, even when domestic factors and technology are unchanged. Importantly, our

argument does not require variable or heterogeneous markups – the mere existence of constant

markups in the base period prices used to calculate real GDP mechanically links domestic real

GDP to fluctuations in imported input usage. When there is love of variety, accessing a wider

range of foreign inputs leads to efficiency gains that are not reflected in imported input prices.

Again, using more imported inputs leads to higher real GDP, over and beyond any change in

domestic factors or technology. As a result, measured productivity is also directly affected by

foreign shocks.

We then quantify our theory and demonstrate that constructing real GDP following the

procedure used by statistical agencies helps reconcile theory and empirical findings. To test
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this, we build on the standard IRBC model and extend it with monopolistic competition and

firms’ entry and exit. We calibrate the model with 35 countries that represent 91% of world

GDP and 64% of world trade flows. Keeping technology shocks unchanged, we use variations

of trade flows between 1970 and 2009 to assess the ability of the model to produce a strong

TC slope. We compare our quantitative results to the data using a panel composed of the

same countries, which enables the inclusion of dyadic and time-window fixed effects in the

estimation. We find that the correlation between trade and GDP comovement is primarily

driven by trade in intermediate inputs, while the effect of trade in final goods is not significant or

even negative. This robust finding is consistent with our theory and further confirmed in our

quantitative model. When real GDP is correctly constructed, our model reproduces 75% the

observed trade-comovement (TC) slope. As a result, the theory delivers an important channel to

resolve the Trade-Comovement Puzzle. As expected, the correlation between input trade and

the synchronization of physical value added is significantly lower in our simulations, with the

slope being less than one-tenth of that obtained with real GDP.

Finally, we provide additional evidence supporting the mechanism puts forward in this pa-

per. As changes in imported inputs impact real GDP beyond changes in domestic factor supply

or technology, the Solow Residual is directly affected by foreign shocks. We show that this pre-

diction is supported in our model as well as in the data: higher input trade is associated with an

increase in the synchronization of aggregate profits and the Solow Residual. Additionally, we

find that higher business cycle synchronization is associated with movements in the number of

traded varieties, with both the range and the variance of extensive margin fluctuations being

associated with a surge in GDP correlation.

Related Literature. Our work builds on a number of previous papers that helped refine our

understanding of the relationship between bilateral trade and GDP comovement. On the em-

pirical side, since the empirical contribution of Frankel and Rose (1998), many studies have

confirmed the positive association between trade and real GDP synchronization. On the theo-

retical side, many papers have refined and highlighted possible ingredients to solve the puzzle

initiated by Kose and Yi (2001). We believe a combination of multiple factors can help stan-

dard macro models to fully reproduce a high TC slope, and recognize that the mechanism we

describe in this paper is not the only explanation at play.

Burstein et al. (2008) show that allowing for international production sharing can deliver

tighter business cycle correlation if the elasticity of substitution between home and foreign in-

termediate inputs is extremely low. Arkolakis and Ramanarayanan (2009) analyze the impact
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of vertical specialization on the relationship between trade and business cycle synchronization.

Their model with perfect competition does not generate significant dependence of business

cycle synchronization on trade intensity, but they show that the introduction of time-varying

price distortions improves the model’s fit with the data. Incorporating trade in inputs in an

otherwise standard multi-country IRBC model, Johnson (2014) shows that input-output link-

ages alone are not sufficient to solve the trade-comovement puzzle. Nevertheless, his work

points that while such production linkages do not synchronize real GDP, they do generate co-

movement in gross output as well as input usage. The three papers above feature perfectly

competitive models in which real GDP is measured as "physical value added". Compared to

them, we add monopolistic competition and firms’ entry and exit, and argue that once real

GDP is measured using double deflation and base period prices, those ingredients reconcile

models’ predictions and the data regarding the TC slope.

The role of markups in generating a link between intermediate input and measured pro-

ductivity has been discussed in several papers such as Hall (1988) and Basu and Fernald (2002),

and more recently in Gopinath and Neiman (2014). With markups, intermediate inputs gener-

ate more revenues than their cost. Hence, statistical real value added can be created by simply

using more inputs, even with fixed domestic factors and technology. The importance of love

of variety and fluctuations in the number of imported varieties has been pioneered by Feenstra

(1994). Most related to our international comovement focus, Liao and Santacreu (2015) uses a

two-country model to show that when measured productivity is scaled by the number of va-

rieties, a country-specific shock generates cross-country TFP comovement from its effects on

firms’ entry and exit. In comparison to their work, this paper highlights and clarifies the sig-

nificance of accurate measurement of real GDP. We demonstrate that while incorporating price

distortions and/or extensive margin adjustments may significantly impact the fluctuation of

real GDP as measured in the data, it does not materially change the model’s propagation prop-

erty if one looks at physical value added.

Additionally, two recent works are worth discussing. In a complementary approach, Drozd

et al. (2021) shed lights on a key model ingredients that enable to generate a link between

international trade and factor supply synchronization. They show that the introduction of

dynamic trade elasticity in the presence of convex capital adjustment costs can account for

around 70% of the TC slope. Finally, note that the measurement issue discussed here is at work

with homogenous markups, which is in contrast to Baqaee and Farhi (2020) who examine the

misallocation of resources across heterogeneous firms.
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2 Theory: On the Definition and Measurement of Real GDP

We begin by showing that real GDP, as measured by statistical agencies, differs from the theory-

consistent definition of real value added. Specifically, when a country imports intermediate

inputs at a price that does not reflect their marginal revenue product, the usual statistical defi-

nition of real GDP does not equal the net physical production of the economy. In this case, real

GDP can be expressed as the sum of a first term that captures the physical value added and

additional terms that capture the difference between the marginal cost of imported inputs and

the marginal revenue they generate. In addition, this measurement issue creates a gap between

measured productivity and actual technology.

2.1 A Simple Accounting Framework

Consider an economy that produces a gross output (GO) using domestic factors (K, L) and

imported inputs (X). According to Sims (1969) and Arrow (1974), if the production function

for gross output is separable between primary factors and imported inputs, real value added

can be defined implicitly from the production function itself. If GO = Q(K, L, X) can be re-

written as GO = Q(V(K, L), X), then we can "imagine capital and labor cooperating to produce an

intermediate good called real value added (V), which in turn cooperates with materials to produce the

final product" (Arrow (1974), pp 4-5). Using this definition, real value added can be thought of

as "physical value added" and its fluctuations are only attributed to changes of the value added

bundle V(K, L).

In practice, real value added is measured using double-deflation as the difference between

gross output and intermediate inputs, both valued using base period prices. As a result, real

GDP equals physical value added if and only if the base period price used for intermediate

inputs reflects both their cost and the marginal revenue that can be derived from their usage.

We focus on two widely-used ingredients that create a wedge between imported inputs’

base period price and their marginal revenue product: markups or/and love of variety. With

these features, we show that real GDP fluctuations, as measured in the data, are not limited to

changes of the theory-consistent physical value added, but are also the direct result of changes

in the quantity and variety of imported input. By creating a mechanical link between real GDP

and imports, those features allow for a quantitative resolution of the TCP.

Setup. Consider an economy with N countries. Gross output in country i is produced using
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domestic factors (Li,t and Ki,t) and imported inputs (Xi,t) according to:

GOi,t =
[

Zi,tLα
i,tK

1−α
i,t︸ ︷︷ ︸

Physical Value Added

]γ
·
[

Xi,t︸︷︷︸
Imported Inputs

]1−γ
, (1)

where γ is the value added share of gross output and Zi,t is value-added TFP.

Markup. Let µi,t be the ratio between sales (i.e. Gross Output valued at current price Pi,t) and

total cost (TCi,t) in country i, defined as:

µi,t =
Pi,tGOi,t

TCi,t
. (2)

There are many reasons why µi,t could be above one. For example, monopoly power could

allow gross output price to be above its marginal cost. Alternatively, any tax collected on value

added and passed on prices would also imply µi,t > 1.

Extensive Margin. We introduce love of variety in gross output production in the form of a

Dixit-Stiglitz aggregation of many varieties of imported inputs. Let the imported input bundle

Xi,t be a CES aggregate of Mi,t varieties, such that:

Xi,t =

 Mi,t∫
0

x
σ−1

σ
s ds


σ

σ−1

. (3)

Assuming foreign producers are symmetric and denoting by xi,t their (common) production

level, Xi,t reduces to Xi,t = Mσ/(σ−1)
i,t xi,t = M1/(σ−1)

i,t · Mi,txi,t. Moreover, denoting by px
i,t the

(common) price of a given variety, the ideal price index dual to the CES aggregation is given

by Pi,t = M1/(1−σ)
i,t · px

i,t. Denoting Ŷt =
∆Yt
Yt−1

≈ d ln(Yt) the proportional change of any variable

Y, changes in the imported input bundle can be expressed as:

X̂i,t = M̂i,txi,t︸ ︷︷ ︸
Change in total imports

+
1

σ − 1
M̂i,t︸ ︷︷ ︸

Entry/Exit Effect

, (4)

In equation (4), the first term is the physical change in total imported inputs, while the second

term measures the variation in Xi,t due to changes in the number of available varieties. As dis-

cussed in Feenstra (1994), when the production function exhibits love of variety, any increase in

the mass of input suppliers leads to a surge in efficiency. As we will see, this channel amplifies

the quantitative impact of imported input movements on (measured) real GDP fluctuations.
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Value Added. We define two concepts of real value added in this economy. First, in line with

Sims (1969) and others, we define Physical Value Added (PVA) implicitly from the production

function as PVAi,t = Zi,tLα
i,tK

1−α
i,t . Second, we follow the procedure used by statistical agencies

and construct real GDP (RGDP) using double deflation and base period prices. More precisely,

RGDP growth between t − 1 and t is constructed by valuing quantity changes with t − 1 prices.

Proportional changes of the two real value added indices can be expressed as:3,4

Physical Value Added : P̂VAi,t = Ẑi,t + αL̂i,t + (1 − α)K̂i,t , (5)

Real GDP : R̂GDPi,t =
Pi,t−1∆GOi,t − px

i,t−1∆(Mi,txi,t)

Pi,t−1GOi,t−1 − px
i,t−1(Mi,t−1xi,t−1)

. (6)

Note that, consistent with statistical agencies’ procedures, the measurement of imports in equa-

tion (6) is based on quantities (Mi,t−1xi,t−1) and does not incorporate variety effects.

Proposition 1 Consider a production economy described by (1) to (3) and two definitions of real value

added described by (5) and (6). Real GDP and Physical Value Added are related by:

R̂GDPi,t = ωi,t−1

[
γP̂VAi,t + (1 − γ)︸ ︷︷ ︸

imported input share
in domestic production

(
µi,t−1 − 1

µi,t−1
X̂i,t︸ ︷︷ ︸

Markup Effect

+
1

µi,t−1(σ − 1)
M̂i,t︸ ︷︷ ︸

Variety Effect

)]
. (7)

Proof: Equation (6) can be written as:

R̂GDPi,t =
Pi,t−1GOi,t−1

Pi,t−1GOi,t−1 − px
i,t−1(Mi,t−1xi,t−1)︸ ︷︷ ︸

= ωi,t−1

[
∆GOi,t

GOi,t−1
−

px
i,t−1∆(Mi,txi,t)

Pi,t−1GOi,t−1

]

= ωi,t−1

[
γ
(

Ẑi,t + αL̂i,t + (1 − α)K̂i,t

)
+ (1 − γ)X̂i,t −

px
i,t−1(Mi,t−1xi,t−1)

Pi,t−1GOi,t−1
M̂i,txi,t

]
.

3As discussed in Burstein and Cravino (2015), the BEA does not use t − 1 prices to construct real GDP, but rather
a Fisher chain-weighted price index, according to:

R̂GDPi,t =

(
Pi,t−1GOi,t − px

i,t−1Xi,t

Pi,t−1GOi,t−1 − px
i,t−1Xi,t−1

)0.5( Pi,tGOi,t − px
i,tXi,t

Pi,tGOi,t−1 − px
i,tXi,t−1

)0.5

.

Intuitively, the Fisher index is a geometric average between two base period pricing methods, alternatively using
t − 1 and t prices. We simplify the discussion and use t − 1 prices, also known as the Laspeyres index.

4Equations (5) and (6) are expressed in terms of growth rate (and not in levels), which is consistent with all our
quantitative results in section 4.2 where real GDP is HP-filtered. In practice, the level of RGDP at time t is constructed
iteratively using the level at t − 1 and the the growth rate as defined in (6).
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Using the definition of PVA as well as equation (4) then leads to:

R̂GDPi,t = ωi,t−1

[
γP̂VAi,t +

(
(1 − γ)−

px
i,t−1(Mi,t−1xi,t−1)

Pi,t−1GOi,t−1

)
X̂i,t (8)

+
px

i,t−1(Mi,t−1xi,t−1)

Pi,t−1GOi,t−1

1
σ − 1

M̂i,t

]
.

The definition of µi,t in equation (2) provides a relationship between the intermediate input

share of total cost, (1 − γ), and the share of total sales,
px

i,t−1(Mi,t−1xi,t−1)

Pi,t−1GOi,t−1
, such that:

px
i,t−1(Mi,t−1xi,t−1)

Pi,t−1GOi,t−1
=

1 − γ

µi,t−1
. (9)

Finally, using (9) in (8) delivers equation (7). ■

Discussion. Two features are worth noting in proposition 1. First, Real GDP as measured

by statistical agencies and Physical Value Added are identical if there is no price distortions

(µi,t−1 = 1) and there is no love of variety in the production function (σ → ∞). Second, the

scaling term ωi,t−1 is the ratio of sales over nominal value added, which is a standard Domar

weight. From an accounting perspective, one can decompose total sales into total cost and

profits (Πi,t), such that: Pi,t−1GOi,t−1 = wi,t−1Li,t−1 + ri,t−1Ki,t−1 + px
i,t−1(Mi,t−1xi,t−1) + Πi,t−1.

When total sales equal total cost, Πi,t−1 = 0 and the Domar weight is simply equal to the

inverse of the value added share in gross output, ωi,t−1 = 1/γ. In the presence of a wedge

between sales and cost, we can use equations (2) and (9) to rewrite the Domar weight as:

ωi,t−1 =
Pi,t−1GOi,t−1

Pi,t−1GOi,t−1 − px
i,t−1(Mi,t−1xi,t−1)

=
1

1 − px
i,t−1(Mi,t−1xi,t−1)

Pi,t−1GOi,t−1

=
µi,t−1

γ + µi,t−1 − 1
.

As long as µi,t−1 is close to one, the Domar weight ωi,t−1 is close to 1/γ. However, when profits

are large and µi,t−1 > 1, we have γωi,t−1 < 1 and equation (7) implies that RGDP reacts less

than one-for-one with PVA.

Practical Implications. The difference between physical value added and measured real GDP

as expressed in (7) has important implications for the interpretation of real GDP fluctuations

and for our understanding of international business cycle synchronization. With µi,t−1 > 1 and

σ < ∞, real GDP as measured in the data is not only tied to movements in technology or factor

supply, but also reflects changes in the quantity and variety of imported inputs. If both X̂i,t and

M̂i,t fluctuate with foreign technology shocks, equation (7) implies that an increase in the share
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of imported input in domestic production (i.e. a decrease in γ) raises the association between

foreign shocks and domestic real GDP. International macroeconomic models that identify real

GDP to physical value added cannot account for this relationship.

To better see this point, consider first a model with perfect competition and no love of va-

riety, meaning that µi,t−1 = 1 and σ → ∞. In this case, equation (7) shows that real GDP and

physical value added are identical and real GDP fluctuations can only arise from changes in

factor supplies and changes in technology. When simulating such a model and assuming ex-

ogenous technology shocks, a researcher would find that foreign shocks could impact domestic

real GDP only to the extent that it affects factor supply. This simple observation is at the heart

of the negative result presented in Kehoe and Ruhl (2008): in a model where firms take prices

as given, profit maximization insures that the marginal benefit of using an additional unit of

imported input is equal to its marginal cost. Hence, foreign shocks can only affect real GDP to

the extent that it triggers a change in domestic factor supply. This result lies at the heart of the

trade co-movement puzzle and explains why trade is not a powerful channel of propagation

in standard IRBC models. In frameworks where real GDP is equal to physical value added,

real GDP changes in response to a foreign shock can only arise from variations in factors sup-

ply which, in turn, are disciplined by (i) the elasticity of domestic factor supply and (ii) the

complementarity between domestic factors and foreign inputs.5 As shown in Johnson (2014),

complementarity in production factors alone is not sufficient to solve quantitatively the TCP.

Consider now a situation where µi,t−1 > 1 and σ < ∞. Equation (7) reveals that changes

in intermediate input usage have a first order impact on real GDP fluctuations beyond the

movements of domestic factors or technology. In such a case, imported inputs yield more

gains than what is reflected in their price and using more foreign inputs is associated with

profits (when µi,t−1 > 1) or with efficiency gains (when σ < ∞).6 All told, constructing real

GDP using "base period prices" that do not reflect imported inputs’ marginal revenue product

creates a wedge between physical value added and real GDP fluctuations.

Importantly, the disconnect between real GDP and physical value added does not rely on

the cyclicality of markups: even with constant markups, a wedge between the marginal cost

and marginal revenue product of imported inputs leads to a first order impact of intermediate

input usage on measured real value added. In a sense, the wedge is a purely measurement

issue: when constructing real GDP, statistical agencies do not simply measure the quantity of

5The role of input complementarity is discussed at length in Burstein et al. (2008) or in Boehm et al. (2019).
6In practice, many models feature a single parameter governing both the size of the markup and the degree

of Love of Variety – this is obviously the case with CES aggregation and monopolistic competition. For clarity,
equation (7) shows a specification in which the two channels are perfectly distinguishable.

9



goods produced, but use observed prices (fixed at a base period) to assign a value to measured

quantities. If base period prices contain a markup, it creates a wedge between the marginal

revenue generated by an additional unit of imported input xi and its marginal cost px
i .

Finally, our results bears important implications for the calibration of macroeconomic mod-

els. As revealed by proposition 1, a researcher who builds a model with distorted prices cannot

equate a model-based measure of physical value added to real GDP data in the calibration pro-

cess: doing so would attribute the markup and variety effects in (7) to changes in PVA, either

through technology shocks (Ẑi,t) or through factor supply (L̂i,t or K̂i,t).7

2.2 Productivity and Technology

The real GDP decomposition presented in equation (7) also bears important implications for

the measure of productivity based on the Solow Residual (SR). As standard, we define SR so

that it captures fluctuations in real GDP that are not explained by changes in domestic factors:

ŜRi,t = R̂GDPi,t − αL̂i,t − (1 − α)K̂i,t . (10)

Proposition 2 When real GDP is constructed as in equation (6), the relationship between the Solow

Residual SR and technology is given by:

ŜRi,t = γωi,t−1Ẑi,t + (γωi,t−1 − 1)
(

αL̂i,t + (1 − α)K̂i,t

)
︸ ︷︷ ︸

Scale Effect

(11)

+ ωi,t−1(1 − γ)
( µi,t−1 − 1

µi,t−1
X̂i,t︸ ︷︷ ︸

Imported Input Effect

+
1

µi,t−1(σ − 1)
M̂i,t︸ ︷︷ ︸

Variety Effect

)
.

Proof: The result follows from replacing (7) in (10). ■

Discussion. When µi,t−1 = 1, we have ωi,t−1 = 1/γ and both the scale effect and markup

effect terms in equation (11) vanish. Additionally, in absence of love of variety (σ → ∞), the

variety effect also disappears, implying that productivity is an accurate measure of technology.

In general, when µi,t−1 > 1 and σ < ∞, equation (11) makes it clear that productivity, as

measured by the Solow Residual, is disconnected from the true technology shock Zi,t. First,

7In the present paper, we focus on the implication of precise real GDP definition for the resolution of the Trade
Comovement Puzzle and hence emphasize the role of imported inputs. Our results can also be extended to a closed
economy with multiple sectors and input-output linkages. When real GDP is computed at the sector level, propo-
sition 1 holds and implies a disconnect between real GDP and PVA with markups and/or love of variety.
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with positive markups, fluctuations in real GDP can result from movement in profits which

are captured by Solow Residual fluctuations. Such profits movements can arise either from

changes in domestic factors (the scale effect) or from changes in foreign input usage (the im-

ported input effect). Second, an additional term captures the gains associated with accessing

more variety from abroad whenever σ < ∞. With love of variety, this change in efficiency is

also reflected in measured productivity.

The above decomposition highlights the disconnect between standard measures of produc-

tivity, such as the Solow Residual, and actual technology. The introduction of markups and

love of variety creates new channels through which foreign shocks impact measured domestic

productivity. As a result, two countries that trade intermediate inputs should have correlated

Solow Residuals, a prediction we later test in the data and which our quantitative model is able

to reproduce. Finally, our results can be seen as continuation of insights from Basu and Fernald

(2002) or Feenstra et al. (2009), who emphasize the risk of identifying the Solow Residual to

technology shocks in the calibration of a macroeconomic model.

3 A Model of International Trade with Cross-Border Input Linkages

We now put more structure on our insights and quantitatively assess the role of markups and

love of variety, in conjunction with a statistically-consistent real GDP measurement, in gener-

ating a plausible TC slope. We depart from the standard IRBC model and develop a many-

country international business cycle model that features trade in both final and intermediate

goods, imperfect competition and extensive margin adjustments. The model is related to Ghi-

roni and Melitz (2005) and Alessandria and Choi (2007) extended to multiple countries with

homogeneous firms that are able to export and import, which implies that intermediate goods

cross borders multiple times.8

3.1 Consumption and Labor Supply

We consider a multi-period world economy with many countries (i, j ∈ {1, ..., N}). Each coun-

try is populated by a representative consumer who consumes final goods Ci,t and supplies

8Alternatively, the model presented here can be thought of as an extension of the IRBC model presented in
Johnson (2014) with two new elements: markups and extensive margin adjustments. It is also related to the static
small open economy model in Gopinath and Neiman (2014)
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labor Li,t. Consumers’ preferences are described by the following utility function:

U0 = E0

∞

∑
t=0

βt
[

log (Ci,t)−
χi

1 + ν
L1+ν

i,t

]
, (12)

with Ci,t =

(
N

∑
j=1

ωF
i (j)

1
ρF · C̃

ρF−1
ρF

j,i,t

) ρF

ρF−1

, and C̃j,i,t =

 ∫
s∈ΩF

j,i,t

cj,i,t(s)
σj−1

σj ds


σi

σi−1

, (13)

where χi is a labor disutility scaling parameter, β is the rate of time preference, ν the inverse of

the Frisch elasticity of labor supply and σi the elasticity of substitution between different vari-

eties of final goods ci,j,t(s) produced by firm s originating from country i and serving country

j. ωF
i (j) measures the share of country j’s final good C̃j,i,t in the consumption bundle of country

i, with
N
∑

j=1
ωF

i (j) = 1, and ΩF
j,i,t is the endogenous set of firms from country j that serve the final

good market in country i. Finally, ρF is the final goods Armington elasticity of substitution. Final

good price indexes are defined as:

P F
i,t =

(
N

∑
j=1

ωF
i (j) ·

(
P̃ F

j,i,t

)1−ρF
) 1

1−ρF

, and P̃ F
j,i,t =

 ∫
s∈ΩF

j,i,t

pF
j,i,t(s)

1−σi ds


1

1−σi

, (14)

where pF
j,i,t(s) is the price charged by firm s in the set ΩF

j,i,t when selling in the final good market

in country i. As we will see below, given our assumptions, firms charge the same price in both

final and intermediate good markets in a given country.

Asset Markets. Our benchmark economy assumes financial autarky between countries, so

that agents choose consumption Ci,t, investment Ii,t, and labor Li,t, subject to:9

P F
i,t (Ci,t + Ii,t) = wi,tLi,t + ri,tKi,t − Ti,t , (15)

Ki,t+1 = (1 − δ)Ki,t + Ii,t −
ψ

2

(
Ii,t

Ki,t−1
− δ

)2

Ki,t , (16)

where the term Ti,t captures potential trade imbalance in country i, i.e. Ti,t < 0, corresponds to

a trade deficit meaning that country i consumes more than the value of its production. Capital

Ki,t depreciates at the rate δ and investment entails quadratic adjustment costs governed by

9Note that the right hand side of (15) includes firms’ profits since, as explained below, firms pay entry costs using
domestic labor. It should then be understood that Li,t includes both production and "entry cost" workers.
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the parameter ψ. Financial autarky is our preferred benchmark as it yields a closer fit to some

key business cycle moments relative to a version under complete markets (Heathcote and Perri,

2002). In section 5.3, we show that the financial autarky assumption is not critical for the results

as complete financial markets deliver similar results regarding the TC slope.

Given prices, consumers choose {Ci,t, Li,t, Ki,t+1} to maximize (12) subject to (15) and (16).

3.2 Production Side

In country i, production is performed by a continuum of homogeneous firms with productivity

Zi,t. Firms produce with a Cobb-Douglas technology using labor ℓi,t, capital ki,t, and intermedi-

ate inputs Xi,t bought from both home and foreign firms. The intermediate input index, Xi,t, is

a CES aggregation of country-pair specific bundles X̃j,i,t, with an intermediate goods Armington

elasticity ρI . To introduce a rationale for markups and for love of variety, each country-pair

specific bundle is itself a CES aggregation of many varieties, with an elasticity of substitution

σj. Production technology for a firm in i writes:

qi,t =
(

Zi,tℓ
α
i,tk

1−α
i,t

)γi
X1−γi

i,t , (17)

with Xi,t =

(
N

∑
j=1

ω I
i (j)

1
ρI X̃

ρI−1
ρI

j,i,t

) ρI

ρI−1

, and X̃j,i,t =

 ∫
s∈ΩI

j,i,t

xj,i,t(s)
σi−1

σi ds


σi

σi−1

, (18)

where γi is the share of value added in gross output, ω I
i (j) measures the share of country j’s

intermediate inputs X̃j,i,t in the production process of country i, with ∑N
j=1 ω I

i (j) = 1, and ΩI
j,i,t

is the endogenous set of firms producing intermediate input xj,i,t based in j and serving the

intermediate input market in country i. Similarly to the final good market, we have

P I
i,t =

(
N

∑
j=1

ω I
i (j)

(
P̃ I

j,i,t

)1−ρI
) 1

1−ρI

, and P̃ I
j,i,t =

 ∫
s∈ΩI

j,i,t

pI
j,i,t(s)

1−σi ds


1

1−σi

, (19)

and P IB
i,t =

(
wi,t

αγi

)αγi
(

ri,t

(1 − α)γi

)(1−α)γi
(

P I
i,t

1 − γi

)1−γi

, (20)

where P̃ I
j,i,t denotes the price of the country-pair specific bundle X̃j,i,t and P IB

i,t is the unit cost of

the Cobb Douglas bundle aggregating Xi,t, ki,t, and ℓi,t (called the input bundle) and represents

the price of the basic production factor in country i. pI
j,i,t(s) is the price charged by any firm s
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in the set ΩI
j,i,t when selling in the intermediate input market in country i.

Finally, there is an overhead entry cost f E
i , sunk at the production stage. Based on their

expected profit in all markets, firms enter the economy until the expected value of doing so

equals the overhead entry cost. This process determines the mass of firms Mi,t. Absent firms

heterogeneity, as in Krugman (1980), all firms export to all markets which implies that ΩF
j,i,t ≡

ΩI
j,i,t ≡ [0, Mi,t].10 The free entry condition in country i can be written as:

Πi,t = Mi,t
wi,t

Zγi
i,t

. f E
i , (21)

where the sunk cost f E
i is labeled in labor units and Πi,t is aggregate profits in country i.

3.3 Equilibrium

Let us define Υi,t as the aggregate income of consumers in country i, and Si,t as the total spend-

ing of firms in the same country (both in nominal terms). Given prices, total demand faced by a

firm in country i is the sum of demand stemming from final good and intermediate input markets

in all countries:

qi,t =
N

∑
j=1

[(
pF

i,j,t

P̃ F
i,j,t

)−σi
(
P̃ F

i,j,t

P F
j,t

)−ρF

ωF
j (i)Υj,t

P F
j,t︸ ︷︷ ︸

Final goods demand

+

(
pI

i,j,t

P̃ I
i,j,t

)−σi
(
P̃ I

i,j,t

P I
j,t

)−ρI

ω I
j (i)(1 − γj)Sj,t

P I
j,t

]
︸ ︷︷ ︸

Intermediate goods demand

, (22)

where the summation is done over all markets that are served by a firm. To be allowed to sell

its variety to a country j, firms from country i must pay a variable (iceberg) cost τij. Given this

cost, they choose their prices to maximize profits. With constant price elasticity of demand,

they charge a constant markup over marginal cost. For a firm from country i, the only elasticity

that is relevant for pricing is σi, capturing the fact that their individual pricing decision has no

impact on country-specific price indexes. As a result, firms charge the same markup in the final

and intermediate good markets, and we have: pF
i,j,t = pI

i,j,t = pi,j,t and P̃ F
i,j,t = P̃ I

i,j,t = P̃i,j,t. The

marginal cost of a firm in country i is P IB
i,t /(Zγi

i,t) and its optimal price in country j is:

pi,j,t = τij
σi

σi − 1
P IB

i,t

Zγi
i,t

. (23)

10In an earlier version of this paper, we also introduced heterogeneity with firm’s idiosyncratic productivity as in
Ghironi and Melitz (2005) or Fattal Jaef and Lopez (2014). This feature generates different masses of firms supplying
final goods and intermediate inputs in each sub-market (i, j). The results are quantitatively similar to those obtained
in a simplified version with homogeneous firms, and we therefore dropped this layer of complexity in the baseline.
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Unlike Krugman (1980) or Ghironi and Melitz (2005), one needs to jointly solve for all prices

in the economy. Through P IB
i,t , the price charged by a firm in country i depends on the prices

charged by all firms supplying country i, which in turn depend on the prices charged by their

suppliers and so on and so forth. Determining prices requires solving jointly for all country-

pair specific price indexes in every market. Observing that P̃i,j,t = τijP̃i,i,t, the definition of

price indexes in every country yields a system of N equations which jointly defines all inner

price indexes:

P̃i,i,t = ξi

(
N

∑
j=1

ω I
i (j)

(
τjiP̃j,j,t

)1−ρI
) 1−γi

1−ρI

, (24)

with ξi depending on the mass of firms, the price of labor and capital, and parameters.11 For

given mass of firms, this system admits a unique non-negative solution.12

Closing the model involves standard market clearing conditions for capital, labor, and

goods. Total revenues Ri,t of all firms from country i can be written as:

Ri,t =
N

∑
j=1

( P̃i,j,t

P F
j,t

)1−ρF

ωF
j (i)Υj,t +

(
P̃i,j,t

P I
j,t

)1−ρI

ω I
j (i)(1 − γj)Sj,t

 . (25)

Total exports from i to j, Ti→j,t, are the sum of final goods and intermediate inputs exports,

defined as:

Ti→j,t =

(
P̃i,j,t

P F
j,t

)1−ρF

ωF
j (i)Υj,t +

(
P̃i,j,t

P I
j,t

)1−ρI

ω I
j (i)(1 − γj)Sj,t . (26)

Consumer’s revenues Υi,t are equal to the sum of the payment to production workers αγiSi,t,

rent from capital (1 − α)γiSi,t, total firms’ profits Πi,t (which, at the free entry equilibrium, is

completely used to pay the entry cost f E
i ), and potential trade imbalances −Ti,t. Moreover, in

absence of fixed cost of exporting, note that both profits and spending can be expressed as a

function of revenues with Πi,t =
1
σi

Ri,t and Si,t =
σi−1

σi
Ri,t. Using Υi,t = wi,tLi,t + ri,tKi,t − Ti,t =

γiSi,t + Πi,t − Ti,t, equation (25) can be written in compact form as:

Gt · Rt
′ = −

[
WF

t
′ ◦ PF

t

]
Tt

′ , (27)

where Tt and Rt are vectors that stack trade imbalances and total revenues of all firms. WF
t is

11From equations (19), (20) and (23), we have: ξi = M
1

1−σi
i,t

(
σi

σi−1

(
wi,t
αγi

)αγi
(

ri,t
(1−α)γi

)(1−α)γi
(

1
1−γi

)1−γi 1
Zγi

i,t

)
.

12Following Kennan (2001) and denoting Bk = (P̃i,i,t)
1−ρI

and B the associated N × 1 vector, it suffices to show
that the system is of the form B = f (B) with f : RN → RN a vector function which is strictly concave with respect
to each argument, which is obvious as long as 0 < γi < 1 for all countries.
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the weighting matrix associated with final good aggregation and whose elements are defined

as WF
ij = ωF

i (j), PF
t is a matrix defined by elements PF

i,j,t =

(
P̃i,j,t

PF
i,t

)1−ρF

, and ◦ is the element-wise

(Hadamard) product. The matrix Gt is defined as:

Gi,j,t =1{j=i} −
(
P̃i,j,t

P F
j,t

)1−ρF

ωF
j (i)

γj(σj − 1) + 1
σj

−
(
P̃i,j,t

P I
j,t

)1−ρI

ω I
j (i)(1 − γj)

(
σj − 1

σj

)
. (28)

Finally, labor is used for production (Lp
i,t) or for the entry cost (Le

i,t) so that Li,t = Lp
i,t + Le

i,t,

and firms’ symmetry implies that Mi,tℓi,t = Lp
i,t. Setting w1,t = 1, such that S1,t = Lp

1,t/(α1γ1),

provides a unique solution for all variables by solving together the consumer problem (12), the

price system (24), the free entry system (21), and the revenue system (27).

3.4 Real Value Added definitions

As in section 2, we introduce two measures of value added: a model-based measure of physical

value added (PVA) and a statistical measure of real GDP (RGDP). Only the latter index is

comparable to the data produced by statistical agencies.

Physical Value Added. Thanks to separability between domestic factor and inputs in the

firm-level production function (17), aggregating physical value added across all firms yields

PVAi,t = Zi,tLα
i,tK

1−α
i,t . This measure of real value added is unit-less and, following Arrow (1974),

one can interpret it as a measure of a purely theoretical bundle that is used, in combination with

intermediate inputs, to produce the gross output.

Real GDP. Real GDP as constructed by statistical agencies is not unit-less but uses prices at

their base period level to express each component in a commonly accepted unit of account.13

In most databases, real GDP is defined using the Fisher ideal quantity index which is a ge-

ometric mean of the Laspeyres and Paasche indices. Hence, for any period t, the base period

price used in the construction of real GDP growth from t − 1 to t is a geometric mean between

period t and period t − 1 prices. To be as close as possible to the method used in the construc-

tion of the data while simplifying the analysis, we define real GDP (RGDP) using steady state

prices as base-period prices.14 Real GDP is obtained by deflating nominal spending using price

indexes that are corrected from product variety effects to measure "quantity indices", and then

13In most cases, real GDP is constructed using chain weighted prices, as discussed here. Some database report
real GDP in "constant prices" where prices used in the construction of real value added are fixed at a reference year.
Obviously, no database reports real GDP by "counting the number of goods" produced in a country.

14In section 5.3, we examine advanced base-period prices utilized by the Bureau of Economic Analysis.
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by valuing these "quantity indices" using steady-state prices. More precisely:

RGDPi,t = P̂ F,ss
i

Υi,t

P̂ F
i,t︸ ︷︷ ︸

Consumption + Investment

+
N

∑
j=1,j ̸=i

P̂ ss
i,j

Ti→j,t

P̂i,j,t︸ ︷︷ ︸
Total exports (final+ inputs)︸ ︷︷ ︸

= Gross Output + Imported Final Good

−
N

∑
j=1,j ̸=i

P̂ ss
j,i

Tj→i,t

P̂j,i,t︸ ︷︷ ︸
Total imports (final + inputs)

(29)

where, in order to be consistent with the way actual data are collected, we defined variety-

corrected price indexes as P̂i,j,t = (Mi,t)
1/(σi−1) P̃i,j,t and P̂ F

i,t =

(
N

∑
j=1

ωF
i (j) ·

(
P̂j,i,t

)1−ρF
) 1

1−ρF

.

Since both consumers’ utility and production functions have a CES component, it is well known

that the associated price indexes can be decomposed into components reflecting average prices

(captured by statistical agencies) and product variety (which is not taken into account in na-

tional statistics).15

In equation (29), we defined RGDP from the expenditure side. One could also define RGDP

from the production side, by summing gross domestic output sold in all markets and subtract-

ing imported inputs. All our results are unchanged using such alternative measure.

3.5 Calibration of the Model Parameters

We solve the model with 35 countries and a composite rest-of-the-world for the period span-

ning from 1970 to 2009. Those countries represent around 91% of world GDP, 64% of total trade

flows, 56% of total trade in final goods and 72% of total trade flows in intermediate inputs.16

Within those countries, the share of trade in intermediate inputs in total trade flows is about

57%. The model’s period is set to the quarter.

Parameters. Table 1 reports fixed parameters. Starting with parameters that are identical

across countries, we set β = 0.995, δ = 0.025, and ν = 0.5. These values imply a Frisch

elasticity of 2 and an annual real interest rate of 12%, which is slightly higher than the average

of 9% in the Penn World Table 10.0 (PWT) for the considered countries. We set α = 0.6, which

corresponds to the average labor share in the World Input-Output Database (WIOD) and the

PWT for our sample of countries and time coverage. The macro (Armington) elasticities, ρI and
15See for example the illuminating discussion in Feenstra (1994) or Ghironi and Melitz (2005). In section 5.3, we

show that the results without this correction leads to an over-estimation of the TC slope.
16The sample of countries, including Argentina, Australia, Austria, Belgium, Brazil, Canada, Switzerland, Chile,

China, Denmark, Spain, Finland, France, Germany, Greece, Indonesia, India, Ireland, Israel, Italy, Japan, South
Korea, Mexico, Netherlands, Norway, New Zealand, Poland, Portugal, Sweden, Thailand, Turkey, United Kingdom,
United States, Vietnam, and South Africa, is chosen to obtain a balanced panel data of bilateral trade flows, using
data from Johnson (2014).
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ρF, are set to 1, in line with literature.17 There is also a theoretical convenience for this choice,

as it allows the model to take the same form as other network models such as Acemoglu et al.

(2012). The degree of capital adjustment costs, ψ, is chosen to obtain a volatility of investment

with respect to real GDP consistent with the data.18

We then proceed to country-specific parameters. The parameter χi is chosen to replicate the

relative difference of working age population. We set a value of σi = σ = 4.0, ∀i for the micro

elasticity of substitution, in line with the average markups reported in De Loecker and Eeck-

hout (2018) for our sample of countries.19 Anderson and van Wincoop (2004) reports estimates

in the range of 3 to 10. Following Bernard et al. (2003), Ghironi and Melitz (2005) choose a micro

elasticity of 3.8 and recently, papers such as Barrot and Sauvagnat (2016) or Boehm et al. (2019)

argue that firms’ ability to substitute between their suppliers can be very low. This choice leads

to markups of around 33%. As a robustness, we also consider alternative elasticities for σi in

section 5.1.2, and defer discussion of those cases till then.

Table. 1. Benchmark Parameter Values.

Parameter Symbol Value Moment / Source

Time preference rate β .995 Annual real interest rate of 12%
Labor curvature ν .50 Frisch elasticity of 2.0
Labor disutility χi [.00, .2] Relative working age population
Labor exponent α .60 Mean labor share, Penn World Tables
Intermediate exponent γi [.10, .44] Share of intermediate cost in total sales, WIOD
Investment adj. cost ψ 5.00 Mean investment volatility std(I)

std(RGDP) between 3.0-4.5
Depreciation rate δ .025 10% annual depreciation
Argminton elasticities ρI , ρF 1.00 Saito (2004), Feenstra et al. (2014)
Elasticity of substitution σi, ∀i 4.00 33% Markup, De Loecker and Eeckhout (2018)
Sunk entry cost f E

i / f E
US [.1, 14.9] Doing Business Database - World Bank

Iceberg trade cost τij [1 - 3.6] ESCAP - World Bank

The value added shares, γi, are calibrated using data on cost of intermediates and total

sales from the 2000-2009 years at the 2-digit sector level in the WIOD database. Specifically,

(1− γi,s) represents the share of intermediate inputs in total costs in a given sector s. Following

Basu (1995), we use the fact that total saless = µi × total costs, with µi the markups in country i.

As such, the intermediate inputs exponent is γi,s = 1 − cost_intermediatess
total_saless

σi
σi−1 . The implied mean

17For comparison, Saito (2004) provides estimations from 0.24 to 3.5 for the Armington elasticity. Studying macro
and micro elasticities for final goods, Feenstra et al. (2014) finds that, for the majority of goods, the macro elasticity
is lower than the micro elasticity.

18The standard business cycle statistics of our model can be found in the online appendix, section OA3.3.
19They use a cost-based approach to measure aggregate markups, which they define as the ratio of the output

price to the marginal costs, and therefore relies solely on information from the financial statements of firms (sales
value and cost of goods sold). Aggregating all firms specific markups for each country, they provide a detailed and
comparable measure of market power for 29 of our countries from 1980 to 2016.
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values of γi, weighted by the sector importance in total sales, range from 0.10 to 0.44 for our

sample, in line with values reported in Halpern et al. (2015), and Gandhi et al. (2020).20

To measure relative entry fixed costs, f E
i / f E

US, we use the time required to establish a busi-

ness in each country relative to the US from the Doing Business Indicators. We normalize f E
US to

generate a ratio of the total number of firms to the working population, M
L , of approximately

12%.21 To measure variable (iceberg) trade costs, τij, we use the ESCAP World Bank’s Interna-

tional Trade Costs Database, where we normalize τii = 1. This database includes symmetric

bilateral trade costs in the broader sense, such as transport costs, tariffs and other components

discussed in Anderson and van Wincoop (2004).

Steady-state trade shares. Data on import shares,
{ T I

j→i
RGDPi

,
TF

j→i
RGDPi

}
, are sufficient to identify

the share of foreign goods in final demand and input use, ω I
i (j) and ωF

i (j). To evaluate the

TC slope and be as close as possible to the empirical analysis which is presented below, we

successively calibrate our model to four different time windows. Using trade data separated

into final and intermediate goods from Johnson and Noguera (2017), and GDP data from the

PWT, we calibrate the trade shares using the average values for 1970-1979, 1980-1989, 1990-

1999, and 2000-2009 successively.22

Since complete financial autarky is inconsistent with the trade imbalances observed in the

data, we calibrate the model’s trade imbalances {T1, ..., TN} to match those relative to real GDP

in each time window, and maintain those nominal imbalances constant during the simulation.

In this way, the model’s steady state precisely replicates relative bilateral trade flows and trade

imbalances.

Aggregate Technology Process. The level of comovement of real GDP among countries in

our simulations is influenced by both the correlation of exogenous technology shocks and the

internal transmission of those shocks among countries. We model the country-specific pro-

cess for technology Zi,t using an autoregressive (AR) process of order 1, such that: log(Zi,t) =

ρZ log(Zi,t−1) + ϵZ
i,t, where ϵZ

i,t is a shock with mean zero and covariance-variance matrix Σ.

As discussed in section 2, TFP measures based on the Solow Residual are a biased measure

of technology, as they are affected by the extent to which countries use imported intermediate

20There are seven countries that are absent in the WIOD (2000-2009): Argentina, Chile, Isreal, New Zealand,
Thailand, Vietnam and South Africa. We assign the mean value of γi for those countries and the RoW.

21There is about 22-24 millions of non-employer businesses and 5.5 millions of employer businesses in the US,
while the working age population represents around 180 millions of individuals during the considered period.
Consistently, the self-employment rate is around 12% for the US between 1990 and 2000 (BLS). Results are not
sensitive to this assumption.

22We provide additional details on data sources in the online appendix OA1.1.
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inputs. However, such measures are still the best available proxy for Zi,t. To calibrate the off-

diagonal elements of the covariance matrix Σ, we use the real TFP variable in the PWT at annual

frequency (detrended using HP-filter with smoothing value of 6.25), denoted Σ̂. Additionally,

to make sure our simulations deliver a median correlation of real GDP in line with the data,

we use a scaling factor υ such that Σ = υΣ̂, where υ is selected to ensure that the median

RGDP correlation in our simulation is equal to the correlation observed in the data, of about

0.32.23 In this procedure, we set the cross-country TFP correlation of each country with the

composite rest-of-the-world to its observed average value. In section 5.3, we present results

under uncorrelated shocks, negatively correlated shocks, and other variations.

To generate realistic real GDP fluctuations in the simulated economy, we set the variance

of TFP shocks (σZ) and the AR(1) persistence (ρZ) to match a de-trended and HP-filtered real

GDP volatilities of 2% and an average auto-correlation of 0.75, in line with estimates from

Aguiar and Gopinath (2007) with a sample of developing and developed countries.24 Table 2

reports parameters that are calibrated to match the above empirical moments.

Table. 2. Calibrated parameters of the model.

Parameter Value Main target

Inputs spending weights ω I
i (j) in text Import shares in inputs

Final goods spending weights ωF
i (j) in text Import shares in final goods

Trade imbalance {Ti, ..., TN} in text Trade imbalance over GDP

Persistency of TFP shocks ρZ .70 Avg. RGDP auto-correlation of 0.75
Std. of TFP shocks σZ .25% Avg. RGDP volatility of 2%
Scaling of TFP covariance υ .45 Median cross-country RGDP correlation of 0.32

To get a sense of the international propagation property of our model, note that in order to

match a median international real GDP correlation (RGDP) of 0.32, the median correlation of

technology shocks is only 0.09. For reference, the median correlation of physical value added

(PVA) in such a simulation is only 0.15, much lower than RGDP. Interestingly, when we set all

trade linkages to zero and keep the same structure of technology shocks, the median correlation

of both RGDP and PVA is 0.13, highlighting that trade linkages play an important role in the

synchronization of RGDP, while it plays a limited role for the synchronization of PVA.

The remainder of the paper investigates the channels through which trade linkages transmit

international shocks and synchronize business cycles across countries, focusing more precisely

on the TC slope.

23Importantly, recall that the goal of our exercise is not to explain the level of comovement across countries, but
its slope following a change in trade intensities.

24The results are not affected by assuming heterogeneity in the standard deviations across countries.
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4 Results

We now quantitatively gauge how our model can contribute to explain the trade-comovement

puzzle. We begin by providing an overview of the empirical relationship between trade inten-

sity and comovement. We then evaluate the model’s ability to account for these findings by

focusing on two questions. How well can our model replicate the observed TC slope? What

role do markups, extensive margin adjustments, and real GDP measurement play in generating

the TC slope?

4.1 The Trade-Comovement Slope: Data

We refine the seminal Frankel and Rose (1998) analysis on the relationship between bilateral

trade intensity and GDP comovement, and depart from their original study in two ways. First,

we break down total trade into trade in intermediate inputs and trade in final goods. This

distinction is important because our theory in section 2 predicts that domestic RGDP reacts

specifically to intermediate inputs trade. Second, we make use of a panel estimation and exploit

variations within country-pairs to estimate the relationship between changes in bilateral trade

linkages and changes in GDP comovement.

Our panel consists of the same 35 countries from the model, covering the time period of 1970

to 2009. To construct cross-country RGDP correlation, we use real GDP measured at chained

PPPs from the PWT, which is detrended in two ways: (i) HP filter with smoothing parameter

6.25 to capture the business cycle frequencies and (ii) log first difference. Similar to our model

calibration, bilateral trade flows for final goods and trade in intermediate inputs are taken

from Johnson and Noguera (2017). As standard in the literature, we assess the role of trade

proximity on GDP comovement by creating symmetric measures of bilateral trade intensity

using the sum of total exports (Td
i→j,t) and total imports (Td

j→i,t) from country i to j in category

d ∈ {input, final}, divided by the country-pair GDPs, as follows: Traded
ij,t=

Td
i→j,t+Td

j→i,t
GDPi,t+GDPj,t

.

The extent to which countries have correlated GDP can be influenced by many factors be-

yond international trade, including correlated shocks, financial linkages, common monetary

policies, etc. Because those other factors can themselves be correlated with the index of trade

proximity in the cross section, using cross-section identification could yield biased results.25 To

separate the effect of trade linkages from other unobservable elements, we construct a panel

dataset by creating four time-window of ten years each, indexed b, such that b ∈ {1970-

25This limitation of cross sectional analysis has also been discussed by Imbs (2004), who notes that bilateral trade
intensity can be a proxy of country-pair similarity, and thus of correlated shocks.
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1979, ..., 2000-2009}. Within each time window, we compute GDP correlation (Corr GDP) as

well as the average bilateral trade intensities defined above.

Our empirical strategy relies on the estimation of the following specifications:

Corr GDPijb = β1 ln(Tradeinput
ijb ) + β2 ln(Tradefinal

ijb ) + Xijb + CPij + TWb + ϵijb (30)

where i and j denote the two countries within a given country-pair ij. CPij and TWb stand for

country-pair and time windows fixed effects. The set of controls Xijb include dummy variables

for countries among trade union: the different waves of the European Unions, the Euro Area,

and the USSR. We later include a set of additional controls that we discuss below.

Table 3 shows that when using within country-pair variations, trade in intermediate inputs

is significantly and positively associated with higher GDP co-movement (columns (1) and (4)).

This result confirms the cross-sectional estimates in Di Giovanni and Levchenko (2010), who

investigate the role of vertical linkages in output synchronization using I/O matrices from the

BEA. Columns (2) and (5) reveal that the relationship between trade in intermediate inputs and

GDP co-movement is robust to the inclusion of time-windows fixed effect. Our estimates are

also economically significant. Based on estimates in column (2) and noting that the log trade in-

tensity in intermediate goods between the time periods 1970-1979 and 2000-2009 has doubled,

the slope coefficient implies an associated surge of GDP correlation of 14.5%, a non negligible

increase. In contrast, trade in final goods is insignificant, or weakly negatively correlated.

Table. 3. Panel estimation: Trade proximity and GDP correlation.a

Corr GDPHP filter Corr ∆GDP

(1) (2) (3) (4) (5) (6)

ln(Tradeinput) 0.067∗∗∗ 0.063∗∗ 0.065∗∗ 0.072∗∗∗ 0.050∗∗ 0.049∗∗

(0.026) (0.025) (0.026) (0.024) (0.024) (0.024)

ln(Tradefinal) −0.000 −0.023 −0.033 −0.032 −0.013 −0.022
(0.024) (0.026) (0.026) (0.022) (0.025) (0.025)

Country-pair fixed effects Yes Yes Yes Yes Yes Yes
Time windows fixed effects No Yes Yes No Yes Yes
Additional controls No No Yes No No Yes
N 2,380 2,380 2,380 2,380 2,380 2,380
Within R2 0.085 0.165 0.167 0.076 0.139 0.146

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. SE clustered on country-pairs.

Robustness of the Empirical Slope. Our results are robust to additional controls that capture

the similarity of trade networks, which measures common exposure to third countries, and sec-

toral composition of trade. Our "network proximity" index is motivated by the fact that two
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countries with similar trade partners could co-move because of their common exposure to

other countries. We define networkprox
ijb = 1 − 1

2 ∑
k ̸=i,j

∣∣∣∣∣ Ttotal
i→k,b + Ttotal

k→i,b

∑s Ttotal
i→s,b + Ttotal

s→i,b
−

Ttotal
j→k,b + Ttotal

k→j,b

∑s Ttotal
j→s,b + Ttotal

s→j,b

∣∣∣∣∣.
This metric quantifies the degree of similarity in the geographical distribution of trade shares

between country i and country j. It is equal to 0 if countries i and j have completely different

trade partners, and it is equal to 1 if their trade shares are identical.26 The "sectoral proximity"

index is defined as sectorprox
ijb = 1 − 1

2 ∑
s∈S

∣∣∣∣ Ti,b(s)
∑s∈S Ti,b(s)

−
Tj,b(s)

∑s∈S Tj,b(s)

∣∣∣∣ with Ti,b(s) the total ex-

port of country i in the specific sector s in the set of all sectors S , and controls for changes in

specialization. If two countries export exactly the same share of each product, then the index

is equal to 1. If shocks have a sectoral component, then two countries that tend to specialize

over time in the same sectors could have an increase in business cycle comovements over and

beyond any trade effects. For those two indexes, we use bilateral trade data (SITC4 REV. 2)

from the Observatory of Economic Complexity. As shown in Table 3, the results are robust

to the inclusion of sector proximity and network proximity (columns (3) and (6)). Finally, we

test a wide range of alternative specifications and filtering methods, different sample selec-

tion varying country and time coverage, variable definitions as well as additional controls in

section OA1.3 of the online appendix. In all our specifications, trade in intermediate inputs

is significantly and positively associated with higher cross-country GDP correlation, a finding

consistent with our measurement theory.

4.2 Quantifying the Trade Comovement Puzzle: Model vs. Data

To assess the model’s ability to replicate the link between trade and real GDP-comovement, we

compute the pairwise correlation of logged and HP-filtered RGDP and PVA in the model with

correlated TFP shocks. We successively calibrate our model to the same four time windows of

10 years used in the empirical analysis, successively matching the level of final good and inter-

mediate input import shares {ωF
i (j), ω I

i (j)} observed in the data. For each time window thus

calibrated, we perform 100 simulations of 10-year periods each, and record the average correla-

tion of RGDP and PVA.27 For reference, bilateral trade intensities increased significantly over

26A complementary approach to this common exposure term has recently been proposed in Avila-Montealegre
and Mix (2020). Their analysis measures the exposure to correlated trade partners, which captures a possible high
common exposure even for country-pairs that do not share the same partners.

27For each time-window experiment, we feed in the exact same TFP shocks over our 100 replications so that the
only thing that changes accross time windows is the calibrated level of trade. In section 5.3, we also do a robustness
test where the correlation of TFP shocks changes over time and is disciplined by TFP data in the PWT. In this case,
the TC slope estimated with both country-pair and Time-Windows fixed effect is slightly below our baseline model’s
estimate.
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the four time windows. For example, relative to the first time-window of our sample (1970-

1979), the median bilateral trade intensity in intermediate goods and final goods increased by

100% and 185% in the last time-window (2000-2009). More details about our computation pro-

cedure can be found in Appendix A.

Consistent with the procedure used in our empirical exercise, we then estimate equation

(30) and exploit within country-pair variation. We first focus on the relationship between mea-

sured real GDP correlations (corr RGDP) and bilateral trade intensities in intermediate inputs

(Tradeinput
ij ) and final goods (Tradefinal

ij ). In Figure 1, we plot the residual relationship between

bilateral trade in final and intermediate inputs and RGDP synchronization, after controlling

for country-pair fixed effects and change in the other good bilateral trade intensity (either final

or intermediate goods). The model is found to capture well the high and significant correlation

between real GDP comovement and bilateral trade in intermediate goods, while the effect of

trade in final goods is found to be negligible.28

Figure 1. Model-based association between RGDP correlation and Trade intensities. Left chart shows
Intermediate Inputs trade, right chart shows Final goods trade.
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Note: residual relationship in the model after controlling for other covariates, i.e. country-pair fixed effects and the
other trade intensities (either final or intermediate goods). The grey solid line reports the TC slope including all
country-pairs. Selected country-pairs

The implied slope in our benchmark model is reported in Table 4 (1st row, columns (1)-

(2)). Focusing on intermediate inputs, the model generates a significant and positive TC slope

of 0.047, which represents 75% of the empirical estimates in Table 3.29 To get a sense of this

28In the robustness section 5.3, we show that a higher Armington elasticity for final goods aggregation can account
for a negative slope between cross-country GDP correlations and trade in final goods.

29Using total bilateral trade intensity which captures the sum of input and final good trade, we find a slope of
0.051, comparable to the range of values [4.8% − 11%] reported in the literature.
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number, our point estimates suggest that a doubling of log input trade index generates an

increase of pairwise real GDP correlation in our simulations of about 11%.

Table. 4. Quantitative assessment of the Trade Comovement Slope: Data versus Model.

Trade – comovement slope a Based on RGDP Based on PVA

Input Final slope input
model/data

Input Final
(1) (2) (3) (4)

Data: CP & TW fixed effects .063** −.023

1. Benchmark: IO link. + Markups + EM .047*** .008*** .75 .009*** .006***
2. Model with IO link. + Markups .021*** .001*** .33 .004*** .003***
3. Model with IO link. .005*** .006*** .08 .005*** .006***

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. SE clustered on country-pairs. Results are robust to the inclusion of our
networkprox index. The trade indexes are calculated using (Ti→j + Tj→i)/(GDPi + GDPj).

4.2.1 The Role of Extensive Margins and Markups

To understand the quantitative success of the model in replicating the large TC slope, we turn

off one by one the key elements of the model: (i) movements along the extensive margin, and

(ii) monopolistic competition. Figure 2 depicts the implied relationship between RGDP and

bilateral trade intensity in intermediate inputs under these two alternatives, with points esti-

mates in Table 4. With markups but no extensive margin (EM) adjustments, the TC slope in

intermediate inputs is 0.021 (Figure 2, left panel, and Table 4, 2nd row). In a model with neither

markups nor extensive margin adjustments (Figure 2, right panel, and Table 4, 3rd row), the

model delivers a virtually flat TC slope of 0.005. By comparing the implied slopes under those

alternatives, a decomposition indicates that Input-Output links alone explain only 8% of the TC

slope (=0.005/0.063) while the addition of markups alone and in combination with extensive

margin channels increases the ratio to 33% and 75%, respectively.

4.2.2 The Importance of Measurement

As discussed in section 2, the introduction of price distortions and extensive margin adjust-

ments generate a disconnect between measured real GDP (RGDP) and physical value added

(PVA). In our simulations, the association between trade and the synchronization of physical

value added is low, consistent with earlier findings in the literature. Columns (3)-(4) in Table 4

show that, for all model specifications, using the PVA measure consistently results in a negligi-

ble TC slope. As anticipated, without love of variety and markups (as indicated in the 3rd row),
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Figure 2. Decomposition of the Input Trade-comovement slope using alternative model specifications.
Left chart shows a model without Extensive Margin adjustments, right chart shows a model with neither
extensive margin nor markups.
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Note: residual relationship in the model after controlling for other covariates, i.e. country-pair fixed effects and the
other trade intensities (either final or intermediate goods).

there is no difference between the slopes obtained using PVA and RGDP. These results high-

light the importance of defining real GDP in the model in a way that is consistent with data

construction procedure: a researcher using PVA as a proxy for real GDP would mistakenly

conclude that the model is not consistent with the data.

To sum up, our results show that adding intermediate inputs crossing multiple borders to

an otherwise standard IRBC model is not sufficient to solve the TCP. In models with perfect

competition, RGDP is equal to PVA, which reacts only modestly to foreign shocks. However,

a model combining I/O linkages with markups and extensive adjustments in conjunction with

statistically-consistent measured real GDP provides a quantitative solution to the Trade Co-

movement Puzzle.

4.3 Comparison to the Data and other Frameworks

We conclude the results section by discussing how our quantitative exercise compares to pre-

vious TCP studies. First, it is important to note that IRBC models in which the production

function is expressed in value-added terms use PVA as a measure of real GDP. In the con-

text of the TCP literature, papers such as Kose and Yi (2006) (equation 19, p.278) and Johnson

(2014) (equation 10, p.47) evaluate the TC slope using PVA, while Burstein and Cravino (2015)

(equation 6, p.188) use the double deflation method with base period prices. In such perfectly
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competitive model, however, our discussion in section 2 shows that RGDP and PVA are equal.

In what follows, we discuss in more details how our framework compares to two closely re-

lated investigations: Johnson (2014) and Liao and Santacreu (2015).30

The quantitative exercise in Johnson (2014) shows that a model with I/O linkages and real

GDP measured as PVA cannot replicate the TC slope observed in the data. Our paper com-

plements this finding by showing that adding markups and extensive margin adjustments,

together with a measure of RGDP using double deflation and base period prices, allows the

model to generate a TC slope of an order of magnitude larger. There are several additional

points worth mentioning here.

First, Johnson (2014) focuses on cross-sectional variations, and the TC slope obtained in

simulations with correlated shocks reflects the fact that country-pairs with higher trade inten-

sities also have more correlated TFP shocks. In our paper, we are interested in the endogenous

relationship between trade and GDP comovement. We therefore control for bilateral correla-

tion through country-pair fixed effects and focus on within country-pair change in GDP co-

movement following a change in trade intensities. Second, Johnson (2014) highlights that the

TC slope is stronger when using gross output rather than GDP. As shown in Appendix A,

our model also predicts this result, as gross output becomes more correlated due to the corre-

lated use of intermediate inputs. Third, Johnson (2014)’s empirical results show that the cross-

sectional TC slope is lower in the service sector relative to the good sector.31 Although this is a

feature we cannot directly compare in our model since we do not separate goods and services,

we believe our framework can help understand his result. In section 2, we show that the share

of intermediate input in production has an important role in generating co-movement. In the

data, the share of input use is lower in the service sector than in the good sector. The median

share of intermediate inputs in total cost for goods sectors is 65%, while the corresponding

share for services is 46%. As such, we should expect a lower comovement in the service sector

through the lens of our mechanism. Finally, Johnson (2014)’s analysis also gives rise to a puz-

zle our model cannot solve. When looking specifically at the service sector, his results show

that RGDP are highly correlated across countries, despite measured-TFP being uncorrelated.

However, through the lens of our model, ceteris paribus, higher RGDP comovement comes

from higher comovement of productivity as measured by the Solow Residual. Hence, we be-

lieve that when analyzing the TC slope in the service sector, other factors should be considered.

30We thank anonymous referees for suggesting a comprehensive comparison with these frameworks.
31Service sectors account for roughly 25% of total exports. As such, the aggregate TC slope is mostly driven by

the goods sectors.
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One candidate could be the introduction of dynamic trade elasticities (Drozd et al., 2021).

While most papers use PVA as a measure of real GDP, a notable exception is Liao and San-

tacreu (2015) who find that including an extensive margin component in a monopolistic com-

petition model can account for part of the TC slope. In their simulations, real GDP is defined

using a formula inspired by Burstein and Cravino (2015) which takes into account love of vari-

ety effects. This metric yields a TC slope of 18% of their empirical estimates (Table 8, p.276) and

22% of our estimates when using total trade intensities. As such, while they are able to explain

a larger fraction of the TC slope relative to the previous literature, their simulated TC slope

remains significantly below its empirical counterpart. The apparent discrepancy between Liao

and Santacreu (2015) and our results highlight several elements worth to mention.

First, an important difference comes from the fact that real GDP in Liao and Santacreu

(2015) does not use base period prices (see equation 47, p.276). Although gross output and

intermediate input are deflated by their own price index, which results in "quantity-like" ob-

jects, these quantities are not valued using base period prices as in (29).32 Second, imported

input in their framework are used to produce a non-tradable final good. As a result, no im-

ports are re-exported further, which limits the type of "network propagation" that are present

in our model (see equations (24) and (27)) or in Johnson (2014). Overall, Liao and Santacreu

(2015)’s framework incorporates the movements of the production frontier associated with ex-

tensive margin fluctuations but does not capture the overall measurement channel discussed

here, which arises in presence of distorted base period prices in the measurement of real GDP.33

5 Further Investigations

5.1 Solow Residual, Profits and Trade

As shows in proposition 2, movements of the Solow Residual (which is often used as a proxy

for productivity) reflect movements in the profits derived from imported inputs. It follows

that an increase in intermediate input trade should be associated with an increase in the co-

movement of both Solow Residual and aggregate profits. We now test those predictions in the

data and discuss their counterpart in the model.34

32The importance of using base period prices in the definition of Real GDP has been highlighted prominently in
Kehoe and Ruhl (2008), and is a key element of our proposition 2 in section 2.2.

33We thank particularly Ana Maria Santacreu for very insightful discussions regarding their results.
34Note that Kose and Yi (2006) and Liao and Santacreu (2015) study the relationship between measured TFP

(measured as the Solow Residual) and bilateral trade in the cross-section. We add to their analysis by separating
bilateral trade into intermediate inputs and final goods and use a panel estimation.
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Data. We compute the Solow Residual (SR) based on a standard Cobb-Douglas production

function. Profits are proxied by the Net Operating Surplus (NOS) measured by the OECD on a

quarterly basis, which is adjusted for inflation using the consumer price index to eliminate any

bias caused by inflation synchronization. Both measures are transformed using either HP-filter

or log difference, before we compute pairwise correlations. We then study the relation between

international trade (using Tradeinput
ijb and Tradefinal

ijb ) and those variables using:

Corr Vijb = β1 ln(Tradeinput
ijb ) + β2 ln(Tradefinal

ijb ) + Xijb + CPij + TWb + ϵV
ijb , (31)

where V refers to either SR or NOS. Results are gathered in Table 5. Consistent with our pre-

dictions, higher trade intensity in intermediate inputs tend to have a positive and statistically

significant effect on the co-movement of measured productivity and profits.35 Trade in final

goods is found to have a negative and statistically insignificant effect. Moreover, our theo-

retical results in section 2 highlighted in propositions 1 and 2 suggest that controlling for SR

correlation in specification (30) should capture both markup and love of variety effects. In on-

line appendix OA3.2, we show that this control indeed results in a low and insignificant point

estimate for trade in intermediate inputs.36,37

5.1.1 The Trade-Productivity Slope in the Model

We use our theoretical framework to investigate the above empirical finding. Again, productiv-

ity is measured using the Solow Residual: SRit = log(RGDPit)− α log(Lit)− (1 − α) log(Kit).

Table 6 shows the resulting trade–productivity slope in the baseline model and versions of the

model without extensive margins or markups.

The first row reveals that measured productivity correlation increases when country-pairs

trade more intermediate inputs, and the magnitude is consistent with data. Without exten-

sive margin adjustments or markups, productivity is only equal to technology shocks, which

are identical in all simulations, thus the association between trade and productivity correla-

35Note that the higher profit-comovement slope could be rationalized by the presence of pro-cyclical time-varying
markups which further amplifies the link with trade-linkages. We thank an anonymous referee for this valid point.

36As discussed in Huo et al. (2020), unobserved factor utilization can create a measurement error for SR. In the
online appendix OA3.2, we introduce an unobserved component in labor input leading to measurement errors in
SR. Using model-based simulations, we show that such unobserved component leads to a downward attenuation
bias in the slope between trade and corr(SR). This finding implies that the positive and significant results obtained
in the data using specification (31) may be a lower bound of the slope’s true value.

37In the online appendix OA1.5, we also show that the comovement of labor input (as measured in the PWT) is
not statistically associated with trade integration. While there might be issues with measuring labor input in the
data, the absence of statistical association between trade links and measured labor input synchronization suggests
that looking beyond factor supply comovement is important when looking at cross country RGDP correlation.

29



Table. 5. Trade, Measured Productivity (SR) and Net Operating Surplus (NOS)

Corr SRHPa Corr ∆SRa Corr NOSHPb Corr ∆NOSb

(1) (2) (3) (4) (5) (6) (7) (8)

ln(Tradeinput) 0.060∗∗ 0.069∗∗∗ 0.049∗ 0.052∗∗ .371∗∗∗ .175∗ .288∗∗∗ .250∗∗∗

(0.028) (0.027) (0.025) (0.025) (.104) (.095) (.083) (.086)

ln(Tradefinal) −0.003 −0.029 −0.005 −0.020 −.085 −.105 −.100 −.157∗∗

(0.025) (0.026) (0.023) (0.023) (.079) (.073) (.062) (.079)

Country-pair fixed effects Yes Yes Yes Yes Yes Yes Yes Yes
Time window fixed effects No Yes No Yes No Yes No Yes
N 2,224 2,224 2,224 2,224 364 364 364 364
Within R2 0.111 0.218 0.110 0.185 .104 .263 .121 .273

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. In parenthesis: std. deviation. SE clustered on country-pairs. Controls
include third indexes and trade unions. Results are robust without third indexes.
a Data for SR are constructed using the PWT 9.1 using total employment and measured capital. We use 2/3 for
the labor share. Due to missing data, we lose some country-pairs relative to our benchmark sample.
b Data for Corr NOS are measured at quarterly frequency, for 16 consecutive quarters in time-windows of 4 years.
Due to data limitation, our sample covers 1999Q1-2014Q4. Trade flows are taken from OEC data. Result are
robust without the Great Recession (2007-2010 time-window) and the inclusion of additional controls: dummies
for trade unions and similarity indexes.

tion disappears. Additionally, when productivity is measured as the Solow Residual of PVA

(defined as: SRPVA−basedit = log(PVAit)− α log(Lit)− (1 − α) log(Kit)), there is no disconnect

between technology and measured productivity.

This discussion underscores the importance of measuring real GDP in a way that is consis-

tent with actual data construction procedures. Our simulations show that the median correla-

tion of measured productivity (SR) is about 0.29, while the median correlation of technology

shocks is 0.09, illustrating that using measured productivity as a target for technology would

overestimate actual shock correlation between countries.

Table. 6. Association between trade and SR comovement: Data versus Model.

Trade – Productivity comovement slope:a SR based on RGDP SR based on PVA

Input Final slope input
data/model

Input Final
(1) (2) (3) (4)

Data: CP & TW fixed effects .069*** −.029

1. Benchmark: IO link. + Markups + EM .043*** .002*** .62 −.000*** .000***
2. Model with IO link. + Markups .015*** −.002*** .22 .000* .000***
3. Model with IO link. .000 −.000 .00 .000 .000***

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. SE clustered on country-pairs. Results are robust to the inclusion of our
networkprox index. The trade indexes are calculated using (Ti→j + Tj→i)/(GDPi + GDPj). Productivity is mea-
sured as the Solow Residual using either RGDP or PVA as a measure for real value added.
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5.1.2 A Focus on the Role of Markups and Profits in the Model

We now examine the significant role of markups in the cross-country correlation of profits and

productivity as seen in Table 5.38 Our baseline calibration uses a lower-tier elasticity of substi-

tution of σ = 4.0. Table 7 presents our simulation-based TC slope using alternative values for

the markups. We first test the implication of higher (σ = 3.5) and lower (σ = 5.0) markups

in the 2th and 3rd row, respectively. As expected, increasing markups from 25% to 33% signifi-

cantly amplifies the association between input trade and real GDP synchronization, while the

response using PVA (in the last two columns of Table 7) remains insignificant.

We then introduce heterogenous market power across countries. Specifically, we simulate

the model with heterogenous σi using direct markup estimates from De Loecker and Eeckhout

(2018) (DLE) (4th row).39 The implied elasticity σi ranges between 3.3 and 11.1. Interestingly,

adding heterogeneous markups does not substantially affect the TC slope, which suggests that

accounting for cross-country heterogenous markups does not change the aggregate strength of

international propagation in our model.

Table. 7. The role of price distorsions and heterogenous markups. a

Trade – GDP comovement slope: based on RGDP based on PVA

Elasticity σ Input Final slope input
data/model

Input Final

Data: CP & TW fixed effects .063** −.023

1. Baseline 4.0 .047*** .008*** .75 .009*** .006***
2. Low markups 5.0 .039*** .011*** .62 .012*** .008***
3. High markups 3.5 .060*** .008*** .95 .009*** .007***
4. Heterogenous markups [3.3, 11.1] .042*** .007*** .67 .009*** .006***

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Results are robust to the inclusion of our networkprox index. The simulations
are based on the exact same sequence of shocks and variations of trade indexes used in the benchmark.

Finally, our findings offer a possible explanation for the wide range of TC slopes seen in

the literature, which can range from 4.8% to 11% depending on the country and time frame.

The model can account for this heterogeneity by considering variations in market power across

countries and over time.
38In section OA1.8 of the online appendix, we further validate the role of markups in generating a link between

terms of trade and real GDP fluctuations.
39The sample that we use from their estimates includes 29 countries from 1980 to 2016. The values are reported

in the online Appendix OA3.1. We assign the mean value when data are not available. In an earlier version, we also
used OECD STAN’s database and construct the Price Cost Margin (PCM) as an estimate of markups within each
industry, which measures the difference between revenue and variable cost. Results were similar to those reported
using DLE data.
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5.2 Extensive Margin fluctuations and Real GDP Comovement in the Data

We finally investigate the role of extensive margin adjustments in generating the observed as-

sociation between trade and real GDP comovement. We use the Hummels and Klenow (2005)

(HK) decomposition and investigate the relation between the average and the volatility within

each time window of the Extensive Margin (EM) and Intensive Margin (IM) of bilateral input

trade intensities and real GDP comovement. We use a panel of the same 35 countries and ana-

lyze trade data classified as intermediate inputs under the SITC (rev. 2, 4-digits), obtained from

the NBER United Nations Trade Data (1971-2000) and UN COMTRADE data (2001-2010).

Using the HK decomposition, we construct the EM and IM of trade in intermediate inputs

for each directed pair of country (i → j) in a given year t. The Rest-of-the-World, indexed k,

is taken as a reference country. The EM is defined as a weighted count of varieties, indexed

s, of intermediate inputs exported from country j to country i relative to those exported from

country k to country i, i.e. EMijt = ∑s∈ΩI
ijt

Tinput
k→i,t (s)/ ∑s∈ΩI t

Tinput
k→i,t (s), where ΩI

ijt is the set of

observable categories in which j has a positive shipment to i and ΩI t is the set of all categories of

intermediate inputs exported by the reference country. If all categories are of equal importance

and the reference country k exports all categories to i, then the extensive margin is simply the

fraction of categories in which j exports to i. The corresponding IM is the ratio of nominal

shipments from j to i and from k to i in a common set of intermediate goods ΩI
ijt, i.e. IMijt =

∑s∈ΩI
ijt

Tinput
j→i,t (s)/ ∑s∈ΩI

ijt
Tinput

k→i,t (s). Note that the product of the two measures provide a measure

of the overall trade from j to i relative to the overall trade from k to i. Finally, since those

measures are not symmetric within a country-pair we sum, for each country pair (i, j), the IMijt

and EMijt from i to j and from j to i, and normalize this by the sum of GDP. We denote the

corresponding variables ÊMijt and ÎMijt.

We compute the within time-window (indexed b) average and standard deviation (std) of

EM and IM and test:

Corr GDPijb = β1 ln(ÊMijb) + β2 ln(ÎMijb) + CPij + TWb + ϵm
ijb (32)

Corr GDPijb = β1 ln(std(ÊM)ijb) + β2 ln(std(ÎM)ijb) + CPij + TWb + ϵs
ijb (33)

Results are reported in Table 8. Using specification (32) in columns (1) and (3), we recover

a result in line with Liao and Santacreu (2015) who use an IV estimator instead of a panel es-

timation: the correlation between the level of the extensive margin of trade in intermediate

inputs and real GDP comovement is positive and significant. In contrast, the intensive mar-
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gin of trade is found not significantly related with GDP comovement. However, it is worth

noting that our theory suggests that what matters is the variations in the number of traded in-

put varieties, rather than the level of the extensive margin, as it is fluctuations of the extensive

margin that impact GDP comovement. Using specification (33), we test this by relating GDP

comovement to the standard deviation of extensive and intensive margin movements. Results

in columns (2) and (4) show a positive and significant correlation between larger fluctuations

along the extensive margin and higher GDP comovement, while the intensive margin shows

no significant relationship.40

Table. 8. Real GDP correlations and the margins (EM and IM) of intermediate inputs trade.

Corr GDPHP filter
ijt Corr ∆GDPijt

(avg measure) (std measure) (avg measure) (std measure)
(1) (2) (3) (4)

EM 0.061∗ 0.062∗∗∗ 0.053∗ 0.075∗∗∗

(0.031) (0.021) (0.031) (0.022)

IM −0.008 −0.026∗∗ 0.004 −0.017
(0.021) (0.011) (0.020) (0.010)

CP + TW fixed effects Yes Yes Yes Yes
N 2,220 2,220 2,220 2,220
Within R2 0.094 0.099 0.108 0.115

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. In parenthesis: std. dev. SE clustered on country-
pairs. The number of observation drops relative to Table 3 due to some country-pairs with
not enough intermediate inputs linkages.

5.3 Robustness and Alternative Specifications.

As our result is quantitative in nature, it is important to check the validity of our results under

alternative model specifications and calibrations. In Table 9 of Appendix A, we examine the

model’s ability to produce the TC slope with different parameter values related to the elasticity

of labor supply, international trade costs, capital adjustment costs, and the Armington elasticity

in the CES good aggregation. In those experiments, our results are virtually unchanged. Our

results also hold under complete financial markets (which constitutes the other extreme rela-

tive to financial autarky), Cobb-Douglas utility, and different variations of trade linkages. We

investigate alternative correlations of technology shocks (Z), and find that our results are lit-

tle changed when using uncorrelated shocks, negatively correlated shocks, and time-window

varying TFP correlations. Finally, we also check the sensitivity of the results under alternative
40This result is particularly striking given that most of the variations in trade at business cycle frequency is ex-

plained by variations along the intensive margin. In the online appendix OA1.7, we further investigate the role of
the extensive and intensive margins of trade using an alternative dataset using a direct measure of the number of
firms and find that the extensive margin of trade is positive and significant.
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RGDP measurement: the ideal Fisher index to construct base period prices, gross output, and

no correction for variety.

6 Conclusion

This paper analyzes the relationship between international trade and business cycle synchro-

nization across countries, with a focus on improving the mapping between real GDP in the data

and its counterpart in standard macroeconomic models. We show that real GDP, as constructed

by statistical agencies, is not equal to the theory-consistent "physical value added". This dis-

connect appears when the base period price used to value imported input does not reflect their

marginal product, for example in presence of markup and love of variety. With those ingre-

dients, real GDP fluctuations are not only tied to movements of technology and factor supply,

but can also fluctuate as a result of changes in imported input usage.

Quantitatively, the presence of markups and love of variety delivers a strong link between

input trade and business cycle comovement, with a magnitude in line with empirical estimates,

offering a solution for the Trade Comovement Puzzle. Conversely, model-based simulations show

that trade is much less associated with the synchronization of physical value added. We finally

confirm the predictions based on the data. First, higher trade in intermediate inputs is asso-

ciated with an increase in the bilateral correlation of both real GDP and productivity. Second,

higher trade in intermediate input is also associated with synchronized profits. Third, real

GDP is sensitive to fluctuations in the number of varieties imported, implying that the exten-

sive margin of trade plays an important role in business cycle synchronization.

To conclude, this paper seeks to draw attention to real GDP measurement in macroeco-

nomic models and how it should be compared with its data counterpart. In the context of the

Trade-Comovement Puzzle, IRBC models that generate weak cross-country propagation proper-

ties in terms of physical value-added can actually feature strong propagation in terms of real

GDP. More generally, recognizing that real GDP fluctuations are not only tied to physical value

added movements could be a promising research avenue for business cycle analysis.
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Review of Economics and Statistics, Vol. 101, pp. 60–75.

Burstein, Ariel and Javier Cravino (2015): “Measured aggregate gains from international
trade,” American Economic Journal: Macroeconomics, Vol. 7, pp. 181–218.

Burstein, Ariel, Christopher Kurz, and Linda Tesar (2008): “Trade, production sharing, and
the international transmission of business cycles,” Journal of Monetary Economics, Vol. 55, pp.
775–795.

Calderon, Cesar, Alberto Chong, and Ernesto Stein (2007): “Trade intensity and business cycle

35



synchronization: Are developing countries any different?” Journal of international Economics,
Vol. 71, pp. 2–21.

Clark, Todd and Eric van Wincoop (2001): “Borders and business cycles,” Journal of Interna-
tional Economics, Vol. 55, pp. 59–85.

De Loecker, Jan and Jan Eeckhout (2018): “Global Market Power,” Working Paper 24768, Na-
tional Bureau of Economic Research.

Di Giovanni, Julian and Andrei A Levchenko (2010): “Putting the parts together: Trade, ver-
tical linkages, and business cycle comovement,” American Economic Journal: Macroeconomics,
Vol. 2, pp. 95–124.

Di Giovanni, Julian, Andrei A. Levchenko, and Isabelle Mejean (2018): “The Micro Origins
of International Business-Cycle Comovement,” American Economic Review, Vol. 108, pp. 82–
108.

Drozd, Lukasz A., Sergey Kolbin, and Jaromir B. Nosal (2021): “The Trade-Comovement
Puzzle,” American Economic Journal: Macroeconomics, Vol. 13, pp. 78–120.

Duval, Romain, Nan Li, Richa Saraf, and Dulani Seneviratne (2015): “Value-added trade and
business cycle synchronization,” Journal of International Economics, pp. –.

Fabricant, Solomon (1940): “Changes in Total Manufacturing Output,” in The Output of Manu-
facturing Industries, 1899-1937: National Bureau of Economic Research, Inc, pp. 663–685.

Fattal Jaef, Roberto N and Jose Ignacio Lopez (2014): “Entry, trade costs, and international
business cycles,” Journal of International Economics, Vol. 94, pp. 224–238.

Feenstra, Robert C (1994): “New Product Varieties and the Measurement of International
Prices,” American Economic Review, Vol. 84, pp. 157–177.

Feenstra, Robert C, Philip A Luck, Maurice Obstfeld, and Katheryn N Russ (2014): “In search
of the Armington elasticity,”Technical report, National Bureau of Economic Research.

Feenstra, Robert C, Benjamin R Mandel, Marshall B Reinsdorf, and Matthew J Slaughter
(2009): “Effects of Terms of Trade Gains and Tariff Changes on the Measurement of U.S.
Productivity Growth,” Working Paper 15592, National Bureau of Economic Research.

Frankel, Jeffrey A and Andrew K Rose (1998): “The Endogeneity of the Optimum Currency
Area Criteria,” Economic Journal, Vol. 108, pp. 1009–25.

Gandhi, Amit, Salvador Navarro, and David A Rivers (2020): “On the identification of gross
output production functions,” Journal of Political Economy, Vol. 128, pp. 2973–3016.

Ghironi, Fabio and Marc J Melitz (2005): “International trade and macroeconomic dynamics
with heterogeneous firms,” The Quarterly Journal of Economics, Vol. 120, pp. 865–915.

Gopinath, Gita and Brent Neiman (2014): “Trade Adjustment and Productivity in Large
Crises,” American Economic Review, Vol. 104, pp. 793–831.

Hall, Robert E (1988): “The Relation between Price and Marginal Cost in U.S. Industry,” Journal

36



of Political Economy, Vol. 96, pp. 921–47.

Halpern, László, Miklós Koren, and Adam Szeidl (2015): “Imported Inputs and Productivity,”
American Economic Review, Vol. 105, pp. 3660–3703.

Heathcote, Jonathan and Fabrizio Perri (2002): “Financial autarky and international business
cycles,” Journal of Monetary Economics, Vol. 49, pp. 601–627.

Hummels, David and Peter J. Klenow (2005): “The Variety and Quality of a Nation’s Exports,”
American Economic Review, Vol. 95, pp. 704–723.

Huo, Zhen, Andrei A Levchenko, and Nitya Pandalai-Nayar (2020): “Utilization-Adjusted
TFP Across Countries: Measurement and Implications for International Comovement,”
Working Paper 26803, National Bureau of Economic Research.

Imbs, Jean (2004): “Trade, finance, specialization, and synchronization,” Review of Economics
and Statistics, Vol. 86, pp. 723–734.

Inklaar, Robert, Richard Jong-A-Pin, and Jakob De Haan (2008): “Trade and business cycle
synchronization in OECD countries: A re-examination,” European Economic Review, Vol. 52,
pp. 646–666.

Johnson, Robert C. (2014): “Trade in Intermediate Inputs and Business Cycle Comovement,”
American Economic Journal: Macroeconomics, Vol. 6, pp. 39–83.

Johnson, Robert C. and Guillermo Noguera (2017): “A Portrait of Trade in Value Added over
Four Decades,” The Review of Economics and Statistics, Vol. 99(5), pp. 896–911.

Kehoe, Timothy J. and Kim J. Ruhl (2008): “Are shocks to the terms of trade shocks to produc-
tivity?” Review of Economic Dynamics, Vol. 11, pp. 804 – 819.

Kennan, John (2001): “Uniqueness of Positive Fixed Points for Increasing Concave Functions
on Rn: An Elementary Result,” Review of Economic Dynamics, Vol. 4, pp. 893 – 899.

Kose, M. Ayhan and Kei-Mu Yi (2001): “International Trade and Business Cycles: Is Vertical
Specialization the Missing Link?” The American Economic Review, Vol. 91, pp. 371–375.

Kose, M Ayhan and Kei-Mu Yi (2006): “Can the standard international business cycle model
explain the relation between trade and comovement?” Journal of international Economics, Vol.
68, pp. 267–295.

Krugman, Paul (1980): “Scale Economies, Product Differentiation, and the Pattern of Trade,”
American Economic Review, Vol. 70, pp. 950–59.

Liao, Wei and Ana Maria Santacreu (2015): “The trade comovement puzzle and the margins
of international trade,” Journal of International Economics, Vol. 96, pp. 266 – 288.

Ng, Eric CY (2010): “Production fragmentation and business-cycle comovement,” Journal of
International Economics, Vol. 82, pp. 1–14.

Saito, Mika (2004): “Armington elasticities in intermediate inputs trade: a problem in using
multilateral trade data,” Canadian Journal of Economics, Vol. 37, pp. 1097–1117.

37



Sims, Christopher A (1969): “Theoretical Basis for a Double Deflated Index of Real Value
Added,” The Review of Economics and Statistics, Vol. 51, pp. 470–471.

A Robustness and Alternative Specification

Our results are robust to a number of alternative specifications, as presented in table 9.

Table. 9. Model-based simulations: sensitivity analysis. a

Trade – GDP comovement slope Change based on RGDP

Input Final

1. Baseline - .047*** .008***

A. Model parameter values and specification
2. High Frisch elasticity ν = .25 .060*** .015***
3. Low Frisch elasticity ν = .75 .040*** .004***
4. Iceberg costs +10% .047*** .008***
5. No trade imbalance Ti = 0, ∀i .046*** .005***
6. Lower adjustment cost ψ = 4.00 .055*** .012***
7. Alternative CES elasticity ρF = 1.50 .045*** −.008***
8. Cobb Douglas utility see text .043*** .005***
9. Complete markets see text .042*** .016***
10. Uniform increase in trade linkages see text .044*** .008***

B. Productivity process cov(Zi, Zj)

11. Uncorrelated Z = 0, ∀i ̸= j .046*** .008***
12. Negatively correlated Z = −.05, ∀i ̸= j .043*** .007***
13. Time-window varying correlated Z = ĉov(SRit, SRjt) .040*** .000

C. Measurement
14. Fisher index see text .048*** .008***
15. "Welfare-based" measure see text .067*** .034***
16. No base period price in numerator see text .016*** −.014*
17. No correction for variety in price indices see text .050*** .015***
aThe simulations are based on the exact same sequence of shocks used in the baseline model.

A.1 Computation procedure

Solving the model with 35 countries implies more than 10000 equations. To reduce computation

time, we partition our sample of 35 countries into five groups of seven countries, and simulate

our model by combining two of those groups plus a composite of the rest-of-the-world – which

means we do simulations with a total of 14 countries + Rest of the World. We repeat this exercise

for all possible pairs of groups and thereby recover all the country-pairs of our sample of 35

countries. The results are similar if we use other partitions (for example five groups of seven
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countries, or 3 groups of 9 countries + a group of 8, etc...), confirming that such simplification

offers a good approximation of the model including all the country-pairs at the same time.

A.2 Parameter Values and Model Specification

Parameters. The Frisch elasticity has a significant impact on the magnitude of the TC slope.

In row 2, we use a Frish of 4 (ν = 0.25), which is the value in Johnson (2014), and obtain a

significantly larger TC slope, while a lower Frish of 1.5 (ν = 0.75) yields a smaller TC-slope in

row 3. Regardless of the initial level of trade frictions and trade imbalances, {τij, Ti,t}, increas-

ing trade proximity is associated with the same reaction for real GDP comovement, as can be

seen in rows 4 and 5. In rows 6, we vary ψ and find that lower adjustment costs results in more

volatile real value added and investments, which magnifies the TC slope. A higher Armington

elasticity of ρF = 1.25 in the CES final good aggregation (row 7) can rationalize the negative

and insignificant slope for trade in final goods. The use of a Cobb-Douglas utility specification

(row 8), such that U(Ci,t, Li,t) = (Cη
i,t(1 − Li,t)

1−η)1−σ/(1 − σ) with η calibrated to generate an

aggregate hours worked of 1/3 and σ = 2, does not change the main message.

Alternative Financial Markets. Our benchmark specification assume financial autarky. We

verify if the results of our quantitative model hold under complete financial markets, which

can be thought as the other extreme modelling assumption. We assume that there are complete

contingent claims dominated in units of one of the countries’ tradable final good. Let st denote

the state of an economy in period t, with transition probability density f (st+1, st). We denote

Bi(st+1) denote the country i’s holdings of a one-period state-contingent bonds, paying off one

unit of the numeraire good in state st+1, and let b(st+1, st) be the price of that security in state

st at date t. Furthermore, these state-contingent bonds are in zero net supply in all states:

∑i Bi(st+1) = 0. In this case, the consumer budget constraint is given by:

PF
i,t(Ci,t + Ii,t) +

∫
b(st+1, st)Bi(st+1)dst+1 = ri,tKi,t + wi,tLi,t + Bi(st) (34)

Consumers choose {Ci,t, Li,t, Ki,t+1} and asset holdings {Bi(st+1)} given prices and initial asset

endowments {Bi(s0)} to maximize equation (12). Results are provided in Table 9 (row 9). We

find that the TC slope is just a touch smaller under complete markets and the main message of

the paper remains unchanged.

Alternative trade variations. In their seminal paper, Kose and Yi (2006) examine the impact of

uniform shifts in trade linkages across country-pairs. In row 10, the study examines the impact
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of uniformly increasing all bilateral trade linkages by the median increase from 1970 to 2000,

and finds that there is no significant change compared to the baseline model which utilized

actual variations.

A.3 Productivity process

As argued above, the Solow Residual (SR) is a bias estimate for technology shocks Z in the

model. To investigate how the calibration of the technology shocks Z impacts our results, we

perform several robustness tests.

We first simulate the model under the counterfactual assumption that technology shocks

are uncorrelated across countries and set the off-diagonal elements of the covariance-variance

matrix to zero (i.e. cov(Zi,t, Zj,t) = 0, ∀i ̸= j), in row 11 of Table 9. In this case, the TC slope is

almost unchanged. Interestingly, even with uncorrelated Z shocks, the average correlation of

Solow Residual SR is 0.15, which highlights important international propagation in the model.

Second, we simulate a version of our model with identical and negatively correlated Z

shocks in row 12. The TC-slope within country pairs remains high. In row 13, we then use the

observed evolution of the correlation of TFP shocks in the PWT (denoted ĉov(SRi,t, SRj,t)) to

calibrate the hypothetical evolution of Z shocks. In this version with time-varying correlation

of shocks, the estimation of the TC slope requires the inclusion of Time Windows fixed effects,

and the results do not alter our main conclusion.

A.4 Alternative GDP Measurement

Base period pricing. The baseline uses steady-state prices as base period prices. However, it’s

important to note that in practice, base period prices are typically constructed using the Fisher

index. Intuitively, the Fisher index is a geometric average between two base period pricing

methods, alternatively using t − 1 (known as the Laspeyres Formula) and t prices (known as

the Paasche Formula). The Laspeyres Formula uses period t − 1 prices to compute real GDP

growth such as:

RGDPLaspeyres
i,t = RGDPLaspeyres

i,t−1 ·

P̂ F
i,t−1

Υi,t

P̂ F
i,t

+ ∑
j
P̂i,j,t−1

Ti→j,t

P̂i,j,t
− ∑

j
P̂j,i,t−1

Tj→i,t

P̂j,i,t

Υi,t−1 + ∑
j

Ti→j,t−1 − ∑
j

Tj→i,t−1
(35)
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The Paasche Formula uses period-t prices to compute real GDP growth such that:

RGDPPaasche
i,t = RGDPPaasche

i,t−1 ·
Υi,t + ∑

j
Ti→j,t − ∑

j
Tj→i,t

P̂ F
i,t

Υi,t−1

P̂ F
i,t−1

+ ∑
j
P̂i,j,t

Ti→j,t−1

P̂i,j,t−1

− ∑
j
P̂j,i,t

Tj→i,t−1

P̂j,i,t−1

(36)

Finally, the Fisher Formula is a geometric average of the Laspeyres and Paasche formula:

RGDPFisher
i,t =

(
RGDPLaspeyres

i,t

)0.5 (
RGDPPaasche

i,t

)0.5
(37)

As expected, our results hold using different measures of base period prices, as shown in

row 14. Both our baseline metric (using steady state prices for base period prices) and the

Fisher Index reveal that markups and love of variety significantly contribute to the strong TC

slope. The fact that results are quantitatively similar when using the Fisher index vs. steady-

state base period prices is intuitive: in our model, fluctuations happen around the steady state,

which means that realized prices are never "very far" from steady state prices. The Fisher index

is a geometric average of two metrics that use period-t and period-t − 1 prices as base period

(Laspeyres and Paasche formula), and each of these two metrics is not far from the simplified

construction that simply uses steady state prices. This observation highlight that our argument

relies quantitatively on the presence of base period prices in the construction of real RGDP,

but the exact decision of which base period price to use (steady state prices, or period-t prices, or

period t− 1 prices) is quantitatively not very important. To reinforce this point, row 16 presents

the results obtained using a metric that does not use base period prices in the numerator. In

such a case, the association between comovement and trade is significantly smaller.

Welfare based measure and Gross Output. Recently, Burstein and Cravino (2015) proposed

an alternative welfare-based measure for valuing the gains from trade. Although this measure

is not directly linked to observed RGDP, Liao and Santacreu (2015) showed that it is more

closely related to trade intensities when an extensive margin channel is present. To verify that

this is indeed the case in our simulations, we construct a "Welfare-Based" index defined as:

WBi,t = Υi,t/PF
i,t. The results in row 15 confirm that the association between the comovement

of this measure and trade links is stronger than for RGDP. Note that this measure is akin to

Gross Output and our result is therefore in line with Johnson (2014), who observed that Gross

Output tends to be more correlated with import movements.

Correcting for variety effects. Finally, we emphasize the significance of accurately defining
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prices with regards to variety effects – a point which is not new, and has been discussed pre-

cisely in the literature. Citing Ghironi and Melitz (2005) (Section IV, page 880): "Under CES

product differentiation, it is well-known that price indices can be decomposed into components reflecting

average price and product variety. [...] The average price correspond much more closely to empirical

measures such as the CPI." What is the consequence of not taking into account such correction?

As a last experiment on measurement, we show in row 17 that using ideal price indices in the

definition of RGDP (instead of correcting price indices for the variety effect) yields a TC slope

which is higher than our benchmark. This observation highlights that it is important to correct

for varieties to not over-estimate the performance of the model.
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